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low base rate phenomena, Poisson distribution, infrequent events, aggrega-
tion across time, vertical aggregation across groups, latent trait
analysis of infrequent events.

,A theoretical/methodological analysis of the sutdy of infrequent or low
base rate events and behaviors is presented. Problems of interpretation
caused by aggregation across arbitrary time limits imposed by the necess-
ity to obtain variance in dependent measures, aggregation across hetero-

geneous samples drawn from unspecified populations, studies of rates of
occurrences per group, studies of surrogates with less extreme base rates,
and stuides of post hoc groups defines after the occurrences of the event -
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20. (continued)

-?are all discussed. The problems with each attempt to circumvent
extremes of base rates were considered. Available alternatives
were presented and discussed.1
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Analyzing Infrequent Events1

If we observe any given person on a randomly chosen day, the chances

are overwhelming that the person will arrive at work on time and will

perform adequately--neither so well nor so poorly as to merit comment. The

probability of any person, selected a priori, having an accident, being a

victim of a serious crime, or performing exceptionally on the job is low.

These infrequent events and behaviors are considered "low base rate

phenomena." Of course, the obverses of the above statements are also true;

if we want to predict what a person will do on any given day we can

capitalize on the base rate and bet they will do nothing exceptional.

We are interested, both as practitioners and theoreticians, in

predicting and accounting for variance in the occurrence of infrequent

events. These events attract our attention. They are frequently costly, and

often signal the breakdown or imminent breakdown of a system. Others, such

as assassinations, suicides, and natural disasters are important because of

their signal value and their costs to society.

Still other low base rate events may be useful as surrogates for other

phenomena that have even lower base rates but demand study because of their

costs when they do occur--absenteeism used as a surrogate for turnover,

suicide attempts as surrogates for suicides, local severe pockets of

unemployment or recessions used as surrogates for depression. All too often

the theoretical relevance of the surrogate to the latent construct is

assumed rather than demonstrated.

The very characteristics that make these events interesting to us also

make them difficult to study. We may study a group of individuals over a

period of time and observe, at worst, no occurrences of events of interest,

or at best, little variance in the distribution of the events across

individuals. Many a well designed study of turnover or accidents fails to
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investigate adequately relations between low base rate events and other

variables because of vanishingly small variance in the criterion. In

general, the ratio of exceptional to everyday events or behaviors may

approach zero.

Investigators faced with very low base rates of the behavior or event

they wish to study often adopt a number of strategies designed to relieve

the most serious distributional problems of these infrequent events. Some

extend the time period during which the behaviors are observed and collapse

observations across these longer periods. Others expand their samples from

the original to new populations and collapse individuals into one sample.

Others study rates of the occurrence of the behavior or event in collectives

of individuals. Some redefine their criterion to one less extreme with a

-~ more favorable base rate. Still ethers analyze samples that have been

constituted on a post hoc basis--after the events or behaviors have

occurred. All of these strategies solve the base rate problem but create

others.

Some Brief Distributional Notes

Perhaps the most frequent statistical analysis is to test whether the

conditional distribution of x 1  (any interesting event) following (or

simultaneous with) another event x 2 P(x IIx 2 ), is the same as the

unconditional distribution of x1  P(x ).In the simplest case, if the

probability of observing x1 is the same whether x occurred or not, the two
2

events are independent, uncorrelated and, x2 is said not to cause x1 If x
21

always occurs following x 2 and never occurs without x 2 9 XI may be dependent

on x2  is perfectly correlated with xand x2 may be a caus;e of x.

In the study of low base rate phenomena, analysis of the unconditional

distributions of x 1 usually indicate departure from normality because low
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base rates mean, literally, a few occurrences must occur within a large

groups of individuals. This implies that for many individuals the event

never occurs and the resulting distribution will be positively skewed. One

does not usually think of testing the shapes of obtained distributions

against theoretical distributions (such as the normal, binomial, or Poisson

distribution) as a preliminary step in most analyses. However, one

candidate for a "null" hypothesis for the distribution of rare events is a

theoretical distribution that would be obtained if the events were to occur

randomly and independently across individuals where every individual in the

sample is equally likely to experience the event, Pi = Pj , and future

occurrences of the event are independent of past occurrences. Such a

* process could generate a Poisson or a binomial distribution (Feller, 1950,

p. 142-155). Examples of events following Poisson distributions are the

frequencies of being kicked to death by a mule in the Prussian army, the

arrival times of cars at a toll booth on the New Jersey Turnpike, emission

of particles per unit of time in radioactive decay, and the occurrences of

bacteria per unit area in infected organisms. Individual occurrences of

these events are difficult to predict because they seem to occur randomly

and independently with respect to individuals or may be conditionall

random for employees within a particular industry performing a particular

job. Accidents occur more frequently in some industries but individual

occurrences appear independent of individual characteristics.

A frequent example of Poisson distributions in social science research

is found in the occurrences of accidents suffered by individuals in a given

period of time. If the sample size, N, is large and the probability of an

accident, P, is small, then we can define NP - x a sample mean. Under these

conditions, the Poisson has an interesting distributional property; the mean
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of the distribution is equal to the variance (=s ).This provides a method

of estimating the goodness of fit of the obtained distribution to the

theoretical distribution. Where the mean and variance are equal , tre

obtained distribution demonstrates some critical parameters of the Poisson.

If the mean of the distribution,x- , is a function of the danger of the job,

then individual differences would not influence this parameter. If the

variance of the obtained distribution is fit by a random process without

provision for individual differences, then it might be concluded that

further analysis of individual antecedents of the events or behavirs under

-. study, at least for this sample, is fruitless because no process can improve

-* on the assumed underlying random process that makes no provisions for

unequal distributions of the tendency to experience the event or engage in

& -.. the behavior.

Although this is a tempting conclusion, it would be premature. Random

*assignment of subjects to groups cannot be assumed in most nor-experimental,

social science research. If individuals with high accident liabilities,

individuals who are accident prone, are attracted to jobs with high danger

levels while those low in proneness are attracted to jobs w'th low danger

levels (rodeo cowboys versus clerical workers) then the means of the

obtained distributions would be influenced by a combination ol environmental

and individual factors. Non-randomness across time revealedI by non zero

correlations of accidents suffered in two time periods could also invalidate

the conclusion.

An examination of the formula specifying the frequencies of the

occurrences of exactly 0, 1, 2, ... , k occurrences of an event suggests that

with small values of P, the overwhelming majority of the individuals in any

sample will have 0 occurrences, a few will have 1, and almost nobody will
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have more than 2. In general, P(n) =Ne-A xe/n! Where n is the number of

events and the other terms are as defined above. The resulting distribution

will be badly skewed and will have very small variance. Further examination

of the equation, however, suggests at least two ways out of the dilemma, one

way to increase the number of events without causing them yourself, and at

* least one tempting alternative research strategy. These are discussed

briefly below.

Horizonatal Aggregation Across Time

One way to increase P, the likelihood of observing an infrequently

occurring event, is to increase the length of time over which observations

are made. If we wish to witness a May blizzard in the Midwestern United

States or an earthquake in California, we need only wait. In observing an

individual's behavior for instances of tardiness or accidents, the greater

* the time interval over which we make observations, the more likely we are to

observe variation in his or her behavior. Increasing P increases NP,X , and

s2.Whenever we collapse data gathered over a long period of time we

perform a horizontal aggregation. The researcher must choose an appropriate

time interval for aggregation whenever this is done. Because time intervals

are so important to variability in low base rate phenomena, it may be argued

that the longer the time interval the better. However, by increasing the

interval over which data are aggregated we encounter: fluctuations in

relations among variables, history/maturation confounding, and lack of

synchroni city.

Fluctuation in Relations

In any study, variance is needed for relations or effects to be

demonstrated. Hence, if motivation, assessed at the beginning of the time

period, and subsequent absenteeism are to be related to each other, the
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greater the variability in absenteeism, the greater the potential

correlation between these variables. Variability in absenteeism is

increased as we increase the time over which absence data are collected.

However, increasing variance may not consistently lead to a higher

correlation. We might expect the correlation between motivation and an

* aggregated measure of absenteeism will decrease as the time interval is

increased beyond an appropriate length. Changes in other variables slay

alter the relations. If we measure satisfaction in January and correlate it

with absenteeism aggregated over one month, two months, three months and so

on until the next December, the correlations might first increase because of

increases in variance and then begin to decrease with the increasing time

interval. Satisfaction changes over time or non-attitudinal factors (e.g.

home life, weather, available alternative activities) influence absenteeism

*but are not constant. How long a time interval is needed to demonstrate a

relation between the variables? What is the "appropriate" time interval for

a study of absenteeism or any other human behavior? Most theories are mute

on this question.

In a study exploring the effects of time on correlations involving

aggregated data (abb.-nteeism), Rousseau (1978) found the variance in the

aggregated variable did indeed increase as the time interval increased.

However, when correlations between satisfaction and the aggregated variable

were computed, the correlations first increased for the one, two, and three

month intervals and then decreased as the time interval was lengthened to

four months. Because researchers often aggregate infrequent events such as

absenteeism over a period of as long as a year (e.g. Hackman & Lawler, 1971;

Nicholson, Brown & Chadwick-Jones, 1976) they may provide a very time

specific estimate of the relation of the aggregated variable and other
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measures. In social science research, in fact in nearly all research on

living organisms, the time interval chosen over which data are aggregated

may seriously affect empirical findings. Few researchers explain their

choice of time intervals. Fewer theories address issues of the time periods

across which data should be gathered and relations among variables would be

* expected to hold. Intervals in empirical research seem to be chosen on the

basis of periodicity foreign to the event being studied--lengths of grants,

academic years, semesters, or economic cycles seem to dominate our choices.

* In the biological sciences, time intervals are dictated by the life cycles

and rhythms of organisms under study. Such natural cycles may exist but

seem unknown in most social sciences.

The researcher's dilemma is how to achieve increased variance in the

distribution of low base rate phenomena without going beyond the limits of

the natural time intervals or cycles. Exceeding these (unknown) limits may

well obscure relations that exist between the low base rate variables and

their antecedents. Systematically exploring effects of time intervals on

relations will generate an empirical basis for solving this problem. Time

series analysis or cross lagged correlational studies with many different

lags are possible methodological bootstrapping techniques that can be used

to address this theoretical problem. Time must be made an explicit

component of both theory and empirical research designs.

History/Maturation

A related issue is lawful changes in the individuals observed in the

time interval i+1 as a result of an occurrence or non-occurrence of an event

during the ith interval. Does an absence, for example, during one time

period increase or decrease the probability of an absence during subsequent

time periods? Does a suicide attempt by an individual influence the
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probability of observing a suicide by that same person at a later time? Do

accidents innoculate individuals against later accidents? If probabilities

of occurrences are not independent across time, we expect gradual changes in

the empirical meanings and antecedents of the events at the group level

(even though our units of observation and analysis are individuals, our

statistics are based on group effects) as a result of more and more members

* !of the group having accidents, periods of absenteeism, or attempting

suicides. At the individual level, the change in the meaning of the event
r

would be abrupt following the occurrence of the event for the first, or even

the ith time. At the group level, these small abrupt changes in individuals

cummulate to produce gradual systematic changes in group data. Abrupt

discontinuities at the individual level that generate smooth curves at the

group level should be the targets of fine grained analyses applied across

time at the individual level.

Lack of Synchronicity

Horizontal aggregation across time introduces a third problem: lack of

synchronicity. Synchronicity exists when two related variables are measured

at the same time and have the same time referents. Variables correlated in

longitudinal research often refer to different time periods. For example,

when tardiness is correlated with a measure of employee motivation,

tardiness may be measured over a month or a year. Motivation is usually

measured at a single point and may reflect either a short-tern

self-perception or a chronic attribute of individuals' personalities. It is

doubtft.l that motivation is bounded by the arbitrary time interval over

which lardiness is measured. In this example, synchronicity may not exist.

When correlations are used to test models in which causal relations are

hypothesized, lack of synchronicity poses an interpretational problem

L '._________
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(Kenny, 1975). When researchers measure employee attitudes or perceptions

they often assume that attitudes and perceptions affect later behaviors;

cause precedes its effect. However, many researchers administer

questionnaires and simultaneously collect data on past behaviors. The

assumed effects follow the causes (e.g. Nicholson et al, 1976). Such

research designs may underestimate the relation between questionnaire

responses and behaviors (Morgan and Herman, 1976; Lawler, 1968; Wanous,

1974), as well as being illogical.

Horizontal Aggregation Across People

Another form of horizontal aggregation that can be done to increase the

occurrences of the event is to increase N. As long as more individuals are

sampled from the original population, the problems are not insurmountable.

Basically, P remains unchanged (within limits of sampling fluctuation) with

larger samples. The large N generates more occurrences of the event and,

larger numbers of people in the sample have at least one occurrence. This

larger sample provides more stable estimates of characteristics of those

critical sample members.

Two apparent problems are time and money. Increasing N is expensive and

potentially inefficient. So long as P is small, increasing N will also

increase the number of people with scores of zero. If N is reasonably large

to begin with, an investigator will already have a large sample of these

subjects and stable estimates of their characteristics.

The danger of this practice, aside from its inefficiency, is that if

populations are poorly specified, an investigator runs the risk of sampling

members from different populations. Increases in N achieved at this cost

will change the values of P,x , and S2 in unknown ways. Further, including

members from populations with different probabilities of exhibiting the low
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base rate variable results in obtained distributions of our dependent

variables that are composites of the expected distributions in each

population. These distributions are likely to be complex forms of binomial

distributions (depending on the distribution of the P's from the multiple

populations) (Parzen, 1960). Deviations of the obtained distribution from a

theoretical random and independent distribution may be falsely interpreted

as evidence for individual differences in proneness or liability for the

event or behavior. True differences may actually lie in the environments of

the populations. This interpretation may trigger a fruitless search for

- individual correlates or antecedents of the low base rate variable.

To reiterate, increasing N in order to increase the occurrence of the

variable is, at best, inefficient. At worst it can be misleading if we

sample individuals from multiple populations each with different values of P

caused by environmental factors. The resulting composite distribution of X

may misdirect research.

Vertical Aggregation into Groups

A third option that is exercised is to change slightly the definition

of the infrequent event from a discrete, individual level variable

indicating the frequency (including zero) of the behavior to a continuously

distributed rate of occurrence characterizing groups. Rather than studying

the absenteeism frequency or turnover by individuals, we study rates of

absenteeism or tuirnover per work group, department, plant, organization,

industry, nation, or any combination. This is the most frequent way

economists study turnover--annual rates aggregated by organization or

industry. Psychologists, on the other hand, have -naintained an interest in

the original dichotomous variable indicating whether or not an individual

left a particular job or organization. Questions of ecological fallacy have
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been dealt with elsewhere in this sourcebook (Glick and Roberts, 1980) as

have the conplex question of disentangling within group, between groups, and

total effects and the numbers of associated degrees of freedom (Cronbach,

1976).

We nole here that problems of levels of analysis as solutions to low

base rates are no less serious because of their intractability. In fact,

the very problems involved in choosing appropriate methods of analyzing

effects of ianipulations and conditions on individuals should sensitize us

to the pos-ible consequences of mistakes in analytic procedures. It is

sufficient 'or the purposes of this chapter to note that group effects are

not the sam? as individual effects, antecedents of rates of occurrence of a

variable may be unrelated to antecedents of individual occurrences of that

variable, and a complete explantion of a rate (in terms of variance

explained) is analogous to an explanation of a between groups effect and

says nothing about an individual level influence. As an example, we note

that economic factors explain approximately 70% of the year to year

* variation in turnover rates aggregated at the level of the United States

(Eagley, 1965). This says nothing about the theoretical maximum of the

variance that can be explained by individual effects on individual turnover

decisions made by members of one organization over a relatively short period

of time. In fact, Hom, Katerberg, and Hulin (1979) have presented data

showing that individuals' attitudes and behavioral intentions can explain

approximately 70% of the variance of these individual decisions.

Explanations of rates and individual occurrences are not competing for the

same pool of variance.

Surrogate Variables

Another, more subtle, way to change the distribution of the event
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without changing the dependent variable into a rate involves changing the

value of P by changing the definition of the event we wish to study.

Researchers frequently use surrogate variables, with less extreme base

rates, for the original variable. We are not referring to the ubiquitous use

of paper and pencil, self-report, recall measures of a behavior or event.

The biases of retrospective measures are beyond the scope of this book.

Assuming even a moderate amount of verisimilitude on the part of our

* * anonymous respondents, severe base rate problems are expected in verbal

reports mirroring the base rates of the original variables.

Consider the plight of an investigator who wants to study major, white-

collar, theft in organizations. If an arbitrary value is selected, above

which most would agree lies major theft and below which are amounts we would

agree are minor, then confidential questionnaires asking for self-reports of

* past thefts of goods, time, or equipment are likely to yield very low base

4 rates for major theft as so defined. However, investigators may include

questionnaire items asking for reports of less extreme thefts down to paper

clips and rubber bands. To circumvent the extreme base problem it is

tempting to revise the definition of major theft until a point is reached

that provides a more favorable base rate. Thus, an investigator might

define theft as the taking of equipment in the amount of $5,000 or more but

regress down through smaller and smaller dollar amounts and finally analyze

thefts of small amounts of supplies. Meals sent to wards for patients no

longer there are consumed by nurses; aspirin disappears from open stock in

infirmaries; paper and pencil costs in many organizations rise dramatically

* every year around the start of school; materials used in manufacturing

processes are appropriated for home use; and workers frequently steal time

by starting work late, taking breaks longer than the authorized period, and

L k~_ _ __I_
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quitting early. These are all thefts. But they are far from the original

definition of the variable of interest. The vital question is the extent to

which they represent occurrences of the same psychological construct. By

using surrogates of the variable of interest, have we substituted variables

that, in effect, tap different latent traits?

Standard solutions to questions of similarity of meaning and function

of surrogates to the measures they stand for are unavailable because of the

identical problems that led to the use of surrogates. With extreme base

* rates, relations between original measures and surrogates are severely

restricted. The maximum relation between two variables with base rates of

.01 and .60 is a phi coefficient of only .08. Standard correlational

analysis will not yield evidence of substitutability. A common strategy for

evaluating the substitutability of surrogate variables is to compute

correlations among multiple operationalizations of that same trait. But the

relations among variables thought to tap some underlying trait is not the

question. The proper question has to do with the relation between each

variable and the underlying trait or construct; a question not answered by

usual convergent validity studies (Drasgow & Miller in press).

Consider again the example of white collar theft. If an investigator

has available a large number of employees' responses to a lengthy

questionnaire containing many items asking about thefts of various amounts

and kinds, an analysis designed to reveal underlying latent trait might

reveal the curves in Figure 1 showing relations between probabilities of

reporting the indicated theft and the latent trait.

The ordinate is the probability of reporting engaging in the kind of

theft described in an item conditioned on the amount of underlying trait.

The abscissa is the amount of the underlying trait. Item 1 might ask
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respondents if they had ever taken a piece of equipment valued at more than

$1000. Item 2 might ask about taking an item valued at more than $100.

Item 3 asks about taking typewriter ribbons, carbon paper, and ball point

pens for personal use. Item 4 could ask about making Xerox copies of

material for personal use.

* The item characteristic curves show each item with a different base

rate (referred to as item difficulty in the language of latent trait

theory), different sensitivity for revealing small differences in the amount

of the latent trait (discriminating power), and different relations to the

underlying trait.

The important question about the item characteristic curves in Figure 1

is the implication of substituting items 3 and 4 for item 1 and 2 to define

a group of employees who have engaged in theft. If such substitutiors can be

made, then an investigator can take advantage of the mor,! favorable base

rates of stealing supplies for personal use or using office equipment for

personal reasons. If the price paid for the more favorable base rates is to

change substantially the meaning of the criterion, then the costs may be too

la rge.

Our purpose here is to point out the necessity of determining if the

substituted measures are related to the latent trait in a manner even

approximately similar to that of the original variable. Most frequently,

isomnorphism is assumed rather than demonstrated because standard techniques

do not apply in such situations, because the analyses are mathematically

complex and require large samples of subjects and items, and becaLse, quite

frankly, it is easier to assume something than to demonstrate it. The

reader is referred to Lord and Novick (1968) or Warm (1978) for discussions

of details of latent trait analyses.
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Post Hoc Samples

Finally, we note in passing a "solution" to the problem of low base

rate phenomena that seems to have little merit. This is the procedure of

defining a sample, waiting for a period of time until some members of the

sample display the [ehavior in question, drawing a matching sample of the

same size from among those remaining individuals who do not display the

behavior, and analyzing the combined post hoc samples as if they constituted

a random sample from a population. Such procedures have been commnon in the

analysis of suicides, dismissals from basic military training because of

severe psychological disturbances, and juvenile delinquency. Examination of

the procedures suggests that neither P nor N has been changed in the

population, yet somehow, P is now .50 in the post hoc sample and the extreme

* base rate has disappeared. Conclusions drawn from analyses of antecedents

4 of the behavior bdised on such samples are nearly always misleading,

suggesting greater understanding of the problem than exists. We have

observed P(YJ X, )--the probability of a person having an antecedent

characteristic give that the person commnitted suicide, for example. The

data that will be available when this information is used or in the analysis

of those things truly antecedent--coming before in time--are of the form

P(X11 Y)-- the probability of the critical behavior given the possession of

Y. In our analysis we have conditioned on the wrong variable; we have

conditioned on the critical variable or the consequent, and observed the

antecedents rather than the reverse. Case studies of critical events or

individuals frequently suffer from similar problems. The low base rate will

not go away by constituting a post hoc sample with a base rate near .50 from

a population with a base rate near .01. The illusion that we are dealing
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with a frequent event and approximations of normal distributions will be

revealed as statistical prestidigitation when the apparently impressive

results are put to use.

Concl usions

Our discussion of the analysis of low base rate phenomena has led us

through a number of commnon "solutions" to the analytic problems. Each

solution creates problems of its own:

1. Increasing the time interval over which events are allowed to occur

and data are aggregated will increase the number of low base rate events

* -. observed. This can lead to inconsistent results when res'oarchers use

different time intervals to assess and aggregate the t-ents. Lack of

attention to the time intervals different variables reflect can lead to

inappropriate interpretation of these data. When a causal ordering among

variables is presumed, the misinterpretalons are confounded.

2. Increasing the sample size to increase the chance of observing

infrequent events may produce a more heterogeneous sample (e.g. where data

from different departments are combined). Greater sample heterogeneity can

introduce environmental characteristics that correlate with the low base

rate variable. Individual and environmental characteristics may be

confounded by aggregation over large samples because people usually are not

distributed randomly across environments. Unless the effects of both

individual and environmental characteristics are assumed, there is no way to

determine which set of factors is truly related to the phenomenon (Roberts,

Hulin, and Rousseau, 1978).

3. Aggregating individual level data to the group level (e.g. turnover

rate) to increase the variance in low base rate phenomena may alter the

phenomena under study; factors influencing rates and individual occurrences
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(.g Substituting low base rate variables with less extreme surrogates

(g.substituting suicide attempts for actual suicides) may alter the trait

underlying the event. Without comparing the characteristic curves of each

variable, we cannot determine if the substitution is appropriate.

5. Using post-hoc samples or case studies where subjects are chosen

after they manifest the behavior under study is likely to produce misleading

results. Here researchers identify the consequence (the low base rate

K> . event) and then uncover its antecedents rather than the reverse, as in the

case of postdiction rather than prediction. It is impossible to determine

whether the "antecedents" are in any way causally related to the variable of

interest.

we have explored some of the problems and pitfalls in the study of

infrequently occu-ring events. It is apparent that researchers cannot

afford to be cavalier with time, sampling, or levels of aggregation when

infrequent events are studied. Moreover, researchers often simultaneously

use several means of increasing the number of infrequent events observed;

they compound the problems described above. All strategies described for

dealing with low base rate problems create other problems. We can minimize

our analytic difficulties by being aware of the distributional and

conceptual issues in the study of infrequently occurring events

We recommend several steps:

(1) Researchers -ihould specify clearly the time interval over which data

are collected or aggregated and consider the different time intervals

involved when comparing results of different studies or relating measures

with different time referents.

(2) Characteristics of environmental settings that may affect the
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occurrence of infrequent events should be considered when researchers

attempt to observe more occurrences of low base rate phenomena by

aggregating samples to increase total sample size. Assessments of

environmental characteristics become increasingly important for interpreting

data when sample heterogeneity increases.

(3) Studies of rates (individual occurrences aggregated to group levels)

should be treated as distinct from studies of individual (unaggregated)

occurrences.

(4) Latent trait, or a functionally equivalent, analysis should be employed

when surrogates with less extreme base rates are used. Comparability of the

meanings of the variables and latent traits that generate the distributions

can be determined.

(5) Use of post-hoc samples and case studies should be limited to

hypothesis generation; hypothesis testing by these methods is likely to be

misleading.

Because infrequent events are often tantalizing or threatening,

signalling system breakdowns, with large costs to society, we cannot afford

to allow appropriate analysis of these events to be an infrequent event in

itself.
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